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The effect of infrared radiation on spontaneous pulsing of forward biased silicon \( p^+\text{-}n\text{-}n^+ \) (p-i-n) diodes, at 4.2 K called injection mode devices (IMD's), has previously been studied. However, no quantitative model of the firing mechanism has been proposed until recently. This recent modeling of the spontaneous pulsing mechanism of IMD's dealt with the applied bias voltage and the IMD parameters but not with incident infrared (IR) flux. Here, we expand the modeling to include the effect of the incident infrared flux. Our goal is to produce an analytically solvable model which indicates how the relevant device physics and device parameters influence the device operation and performance.

Typically, the output pulses of the IMD's are approximately uniform in height so that infrared intensity information is contained in the temporal pattern or rate of pulsing. Thus, variations in IR intensity are coded by frequency modulation (FM) rather than by amplitude modulation as in the case of conventional detectors. We have found that IMD's possess larger dynamic ranges. In addition, the output pulses are large (3–20 V typical) so that no preamplifiers are required. The electronic simplicity of IMD's suggests utility in connection with large focal plane arrays.

Low temperatures permit i-region impurities, in this case phosphorus with 45 meV ionization energy, to act as traps with long lifetimes. Impact ionization and IR photoionization of these i-region impurities result in an increasing space charge (see Fig. 1). This buildup will trigger injection, i.e., the firing of the IMD. The \( R_i C_L \) load in Fig. 1 cuts off the injection current shortly after it is initiated so that the output consists of injection current pulses. If the injected current neutralizes all of the space charge in the i region, initial conditions will be the same at the start of each cycle and the injection pulses should then occur periodically. However, depending on the device and circuit parameters, injection pulses may neutralize only a portion of the i-region space charge. This can give rise to different initial conditions and temporal patterns in the output pulse train, while the overall rate of pulsing is still controlled by the incident IR intensity for a given bias voltage. We have found it useful to adjust the bias voltage or other circuit parameters so that the temporal pulsing pattern is simple and periodic. This is associated with mode locking, a topic of current interest in connection with nonlinear systems. We have done a detailed experimental study of mode locking which is the subject of another paper.

The space-charge buildup is described by

\[
\frac{dp}{dt} = \frac{e\sigma_p n I}{hv} + n_0 \alpha, \tag{1}
\]

where \( \sigma_p \) is the impact ionization cross section, \( \alpha \) is the photoionization cross section, and \( n_0 \) is the concentration of un-ionized traps. \( I \) is the IR flux on the diode, \( hv \) is the energy of the IR photon, and \( \rho \) is the space-charge density. We assume that the space charge is uniform over the diode thickness. The first term incorporates IR photoionization and the second term incorporates impact ionization. From Gauss's law and integration by parts the field at the n-i interface is found to be

\[
F = \frac{1}{D} (V - V_0) + \frac{1}{De} \int_0^D \sigma(x) dx, \tag{2}
\]

where \( V \) is the voltage across the diode, \( D \) is the i-region thickness, and \( V_0 \) accounts for the Fermi level difference between the \( p \) and \( n \) impurity bands.

FIG. 1. (a) Circuit diagram showing the experimental setup and the output pulses. The load impedance consists of \( R_L = 30 \) K and a cable capacitance \( C_L = 200 \) pF. (b) Band diagram for the forward biased \( p^+\text{-}n \) diode. Impact ionization causes the i-region space charge and band bending.
The Richardson–Dushman equation for the injection current density \( j \) becomes

\[
j = A * T^2 e^{- (\Delta - edF)/kT},
\]

where \( F \) is the field at the \( n-i \) interface and \( \Delta \) is the energy difference between the conduction-band edge and the \( n \)-region Fermi level. This is analogous to the work function of a metal. \( d \) is the thickness of the transition region associated with the doping profile. The barrier lowering effect, caused by the applied field, is taken into account by the term \( edF \). This explains the bias voltage dependence of the pulse rate. Combining the above equations, we get

\[
j(t) = \frac{bc}{no} \frac{[c + b \exp(-a\rho_0)] \exp(-abt)}{\ln(1 + I/I_0)},
\]

where \( c = na \sigma \ A^* T^2 \exp[\Delta + ed(V - V_o)/D]/kT \), \( b = \sigma_o n_e h/\nu \), and \( a = edD / 2ekT \). This result reduces to our earlier result when there is no incident infrared flux. Pulses correspond to the singularity in the denominator.

From the above equation, we see that the firing occurs when \( [c + b \exp(-a\rho_0)] \exp(-abt) = c \) which gives

\[
f = f_{dark} \frac{I/I_0}{\ln(1 + I/I_0)},
\]

where

\[
f_{dark} = \frac{edDc}{2ekT} \exp(a\rho_o),
\]

and

\[
\frac{1}{I_0} = \frac{\sigma_o \exp(-a\rho_o) \exp(\Delta/kT)}{h \nu A^* T^2 \exp[ed(V - V_o)/D/kT]}.
\]

or

\[
\frac{1}{I_0} = \frac{2ekT \sigma_o \exp(-a\rho_o)}{f_{dark} \ h \nu}.
\]

Equation (5) gives rise to Figs. 2 and 3. \( I/I_0 = 0 \) gives the dark pulse rate which was calculated to be \( 2.2 \times 10^{-3} \) Hz for a particular diode with \( n \)-region thickness, \( D = 100 \mu \text{m} \), an area \( A = 10^{-2} \text{ cm}^2 \) and an impurity concentration of \( 3 \times 10^{13} \text{ cm}^{-3} \) for a bias voltage \( V \) of 3.5 V and a value of \( d/D = 6 \times 10^{-3} \) and assuming complete neutralization (i.e., \( \rho_o = 0 \)). (This very low frequency seems reasonable because for that particular diode, without any incident IR radiation,

\[
\text{FIG. 2. Pulse rate vs incident IR flux for very low incident flux.}
\]

24 h elapsed with no pulse observed.) The observed output pulse rate for an input intensity of \( 10^{-9} \text{ W/cm}^2 \) is about 0.15 per second. This rate is interesting for integrating IR detector applications. There is of course the possibility of changing the low-intensity firing rate by changing the device parameters to suit practical applications. Figure 3 corresponds to a higher infrared intensity region. For \( I/I_0 = 1.6 \times 10^4 \), \( I_0 \) being 1.27 \( \times 10^{-14} \text{ W/cm}^2 \), the theoretical curve corresponds to a frequency of 180 Hz while experiment yields a value of 185 Hz. Considering the simple picture associated with this model (e.g., uniform space-charge density) and that the exponential ranges over 12 decades, the agreement is remarkably good. Experimentally, we have seen the dynamic range to be a million. This was achieved with a range of IR source temperatures and field-of-view limiting apertures. Although the theoretical dynamic range is much higher than one million, this range well beyond \( 10^6 \) is not fully useful in practice, as part of the range is associated with extremely low dark pulse rates. Low dark pulse rates are desirable, but interpulse time intervals which are greater than IR exposure times are not useful for intensity measurements. Current responsivity \( (R) \) is given by \( q \delta f / dI \), where \( q \) is the charge per pulse, \( df \) is the change of frequency of the output pulse rate, and \( dI \) is the change of incident IR flux. For high intensities (i.e., \( I/I_0 \gg 1 \) the frequency responsivity \( df/dI \) becomes

\[
\frac{df}{dI} = \frac{f_{dark} \ ln(I/I_0) - 1}{I_0 \ [\ln(I/I_0)]^2}.
\]

This is related to the current responsivity which for a nonoptimized device, has been observed to be 9.6 A/W or 9 \( \times 10^7 \) Hz/W with power incident on the diode being 2 \( \times 10^{-7} \) W/cm².

Noise equivalent power is given by \( A(df/dI) \delta f \), where \( A \) is the area of the diode, \( dI / df \) is the frequency responsivity, and \( \delta f \) is the variation of the dark pulse rate. Specific detectivity \( (D *) \) can be obtained from noise equivalent power. For example, for a particular (nonoptimized) detector at 16.5 V bias, we observe a dark pulse rate of 0.14 Hz over a 50-s interval with \( \delta f = 0.005 \) Hz which corresponds to \( D * = 3 \times 10^{12} \text{ cm Hz}^{1/2} \text{ W}^{-1} \) for the 27-\( \mu \text{m} \) region, where the detector has its highest sensitivity. For comparison with other published results, we note that the
blocked-impurity-band (BIB) detectors\textsuperscript{16} of Rockwell have a $D^*$ of about $6 \times 10^{-12}$ cm Hz$^{1/2}$ W$^{-1}$ and a responsivity of 6.5 A/W. Our experimental value for $D^*$ seems remarkable considering the fact that the detector has not been optimized. (As mentioned above the goal of the present work was to develop a model for the devices under study.)

The operation of this integrate-and-fire detector resembles a relaxation oscillator whose output frequency is modulated by infrared radiation. Infrared intensity-to-frequency conversion without any amplifiers is a remarkable feature of this IMD. Measuring an interpulse time interval or frequency is much easier than measuring small variations of a very small current as must be done with conventional IR detectors. Very low power consumption and the high amplitude pulses do not create a problem for heat dissipation for two reasons. One is that the output is not continuous but consists of fast pulses with a dissipation energy of about 0.6 nJ per pulse. In addition the low operating temperature is associated with low leakage current and a quiescent power drain of about 1 nW/cm$^2$. Cryogenic temperatures may not be desirable for some applications but for an IR imaging system operation in a cryogenic environment is an advantage. High responsivities, low dark currents, a wide range of response, 20–32 \(\mu\)m, and other factors mentioned above tend to make this detector especially interesting.

This work was supported in part by the U.S. National Science Foundation under Grant No. ECS-8603075.

\textsuperscript{10}N. F. Mott, \textit{Metal-Insulator Transitions} (Barnes and Noble, New York, 1974).
\textsuperscript{15}A. Sommerfeld and H. Bethe, Handb. Phys. 24, 333 (1933).